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Abstract. Automatic assessment of condition in ductwork is very desir-
able in applications. Presented is a visual condition diagnosis approach,
which is capable of processing images rapidly and achieving high accu-
racy rates. A hierarchical coarse-to-fine image segmentation method is
employed. False alarms could thus be progressively eliminated, which
is robust in strongly noisy conditions. The simple classifiers combined
in a cascade quickly classify the detected images and discard the unin-
terested (non-object) images, leaving more computation power on promis-
ing object-like regions. The features of each simple classifier are selected
based on the Bhattacharyya distance. The cascade can be viewed as an
object-specific focus-of-attention mechanism. Experimental results vali-
date the effectiveness and rapidity of the proposed assessment method.
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1 Introduction
Air quality in indoor public places, such as office and com-
mercial buildings, is very important to human health. A heat-
ing, ventilation and air-conditioning (HVAC) system of a
building, which have already been used for many years with-
out cleaning, may become a source of contaminants intro-
duced into occupied spaces. The National Air Duct
Cleaners Association (NADCA) of America has recom-
mended inspection duration of 1 to 2 years for HVAC sys-
tems.1 Ductwork, the principal component of HVAC, should
be evaluated. This is currently realized by mobile closed
circuit television (CCTV) systems or human inspectors.2–5

Although the HVAC images could be obtained automatically
by CCTV, the degree of cleanliness and anomaly detection
and classification of thousands of miles of duct are still oper-
ated manually online or off-line. This introduces the issue of
subjectivity, fatigue, and high-cost. Thus, a reliable autom-
atic detection and recognition system for duct defects is
highly desirable for HVAC ductwork.

While the pipeline robot goes through the duct, videos or
digital images are gathered, saved in storage system, and
shown on screen. Anomaly detection and condition assess-
ment of pipeline, also known in some literature as under-
ground pipe detection, has been a high concern in a wide
variety of applications.6–16 To overcome the limitations diag-
nosed by human interpretation on CCTV inspection images,
the main alternative automated technologies applicable to
pipeline inspection are based on vision, laser,9 and ultraso-
nic.10 Obviously, the methods based on robot vision provide

very rich visualized condition information. These visual data
can be used by inspectors during and after pipe inspections
and can be easily fused with other sensor data. Therefore,
vision-based technology has become the most popular tech-
nology for pipeline inspection.11,12

Moselhi and Shehab-Eldden13 employ support vector
machines (SVM) to detect pipe defects based on geometrical
features. Sinha and Fieguth14 use mathematical morphology
methodology for segmentation of pipe defects including
crack, hole, joint, collapse pipe, and lateral, and perform
neuro-fuzzy network, to classify the pipe defects. Yang and
Su attempt to apply radial basis networks15 to develop a diag-
nostic system based on shape features. And then they employ
SVM to detect the sewer defects based on textural features
instead of morphological or geometrical features.16 Guo et al.
employ a change detection-based approach to automatic
defect detection in sewer pipelines via videos and images.11

Whereas, in analyzing HVAC duct images, we need to con-
sider the inherent noise and irregularly corroded areas as well
as the wide range of ductwork background patterns, such as
metal texture and rust of the duct. Because of rust and long-
term settled dust, color of backgrounds may be similar to
detected objects. Some defects may be camouflaged in the
backgrounds of corroded areas or settled dust. Therefore,
the performance of image segmentation is not perfect in a
noise environment and the detection rate to some defects,
such as crack and hole, are not satisfactory.12–15 Due to nat-
ural shape irregularities and the complex imaging environ-
ment, there are not the specific textural features or shape
features of duct defects for automatic defect survey. The seg-
mented objects have to be further processed and classified
using more features, such as shape, textural features, and0091-3286/2012/$25.00 © 2012 SPIE
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so on. Moreover, the speed of the above classifiers is slow
and their efficiency is not high because the classifiers need
more computation power in undesired processed images.
These systems cannot be used in real-time applications.

Because of the specialties of HVAC ductwork and the
different objects of condition assessment, the existing
automated inspection systems for other pipelines are not
completely suitable to detect HVAC ductwork which is com-
monly made of galvanized steel sheet. Evaluating contami-
nation degree for the HVAC ducts, besides the defects, is one
of the primary assessment purposes. According to the stan-
dard of NADCA and Institute of Inspection, Cleaning, and
Restoration Certification S520 (IICRC S520),1 HVAC duct-
work must be inspected for contamination degree and phy-
sical defects. So HVAC inspection should recognize six
items: 1. clean duct, 2. hole, 3. crack or joint, 4. heavy
dust, 5. debris, 6. rust.

This paper develops an automatic hierarchical method to
segment and extract features from defects. The goal of this
phase is to develop an automated segmentation. The whole
segmentation course can be considered as a process of
coarse-to-fine segmentation, in which false alarms of the seg-
mented image are progressively eliminated in strong noise.
The process mainly includes three steps: 1. coarse image
segmentation based on global adaptive thresholding, 2. fine
edge segmentation using level set approach with local gray
value, and 3. shape analysis and objects separation using
parameterized mathematical morphology.

To classify the severity of contaminants and defects, this
paper proposes a method for combining successively simple
classifiers in a cascade structure which dramatically in-
creases the speed of the detector by focusing attention on
promising regions of the image. The method allows duct
detection or assessment with high detection rates of a few
false positives, strong robustness in dynamical environ-
ments, and high processing speed (real-time).

There are a large number of methods17–19 which have used
cascades (or ensembles) of (boosted) classifiers for object
detection. A cascade of boosted classifiers which is intro-
duced by Viola19 has the capability of fast face detection
with high detection rates. A framework combining boosting,
nested cascade classification, and bootstrap training is intro-
duced by Verschae.17 Their detection and classification sys-
tems are applied to face detection, eyes detection, and gender
classification systems with high accuracy, robustness, pro-
cessing speed, and training speed. Tuzel et al. presents an
algorithm to detect pedestrians utilizing a cascade of boost-
ing classifiers.18 Cascade classifiers19 consist of several
layers of classifiers for obtaining fast processing speed
and high accuracy, such that it will increase the complexity
of classifiers when proceeding in the cascade. This is possi-
ble because there are much more non-objects than objects

windows in any given image, and most of the non-object
windows are quite different from the object windows.17

Therefore, they can be easily discarded.
Our motivation for using cascade structure is similar. In

duct detection, most of the ducts are non-object images
(clean duct) which are easily recognized by simple classifiers
and are discarded in the first stages (short processing time),
while more complex processing is only reserved for these
promising images (object candidates) by several cascade
stages. The complexity of the classifiers (i.e., number of fea-
tures in each classifier) generically increases when proceed-
ing in the cascade. Note that the average processing time of
an image is almost completely determined by the expected
processing time of non-object images.17 Moreover, after
discarding most of the non-object images, it greatly relieved
the imbalance class problem which may be very harmful for
performance of classification in difficult to learn tasks.20

The most discriminating features are selected via the max-
imal Bhattacharyya distance between the classes.21,22 And
for multiclass problems, the classes corresponding to the
maximal Bhattacharyya distance are first classified in a
cascade structure.

The rest of this paper is organized as follows. In Sec. 2,
the detailed methodology is given to segment the defect
candidates and extract the features. In Sec. 3, the cascade
classification is presented. Selection of the parameters,
experimental results, comparative analysis, and comparison
with single classifiers are depicted in Sec. 4, followed by
conclusions and future work in Sec. 5.

2 Image Segmentation and Features Extraction
The typical duct images are shown in Fig. 1. There are sev-
eral factors, for example, corroded areas, various debris,
mold and other microbial contamination, and a mass of
settled duct,1 which further complicate the segmentation
of duct images and the detection of defects from duct images.

2.1 Whole Framework of Hierarchical Segmentation

The hierarchical segmentation method from duct images is
illustrated in Fig. 2. It is composed of following three steps:

Step 1 Coarse image segmentation: The image preproces-
sing is employed to enhance the contrast of duct
image between the duct background and the defect
features. It can improve the understanding of the
characteristics of air duct. The coarse image segmen-
tation with global information is applied to obtain
possible defect candidates. The object of this step
is to acquire the duct defects candidates in the
case of missing alarms as low as possible.

Fig. 1 Typical HVAC duct images with different objects: (a) clean surface, (b) heavy settled dust, (c) hole, and (d) joint with noise background.
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Step 2 Fine edge segmentation: Because the duct defects
generally have their respective geometrical shapes
and sizes, the sizes and shapes of the defects can
be used to eliminate obvious false alarms and
false defect candidates. The mathematical morpho-
logical operation is used to remove the noise and
acquire the closed edge curves which are taken as
the initialization value for the fine edge segmenta-
tion. Then, the level set is used to obtain fine edge
with local information.

Step 3 Objects separation: Then, the anomalies are
separated by the morphological operators with dif-
ferent structuring element, such that it is very easy
to recognize the category of duct defects for
classification.

2.2 Coarse Image Segmentation

Because of the long-term settled dust, it is essential to adjust
image intensity values to improve the visibility of the
images, as shown in Fig. 1. It is assumed that cracks, joints,
and holes are the darkest objects in the image and the con-
trast of dark pixels is enhanced from the background. Then
we apply a median filter to each duct image. The window
size for the median filter is 5 × 5. This is determined
based on the width of the crack, joint lines, and the size
of the holes. The window size experimentally selected is
large enough to erode the small features and at the same
time small enough to be computationally fast. Therefore,
a preprocessing step of enhancement of contrast is carried
out before application of the proposed segmentation algo-
rithm that works better in the image.

Because the cracks, joints, and holes are obvious in the
duct image, the Otsu’s technique is applied to coarsely seg-
ment the air duct image. The Otsu’s technique,19 an effective
global adaptive thresholding method based on discriminant
analysis, determines the optimal thresholds for the gray-level
image segmentation by maximizing between-class variance
and minimizing within-class variance.

2.3 Fine Edge Segmentation

After the coarse segmentation, a region-filling algorithm20 is
adopted to eliminate the holeswithin the interested segmented
regions. The closed edges of the interested segmented areas
for the following image process are obtained. Then, the
morphological open and close operators with a three-pixel-
diameter disk structure element are performed to filter very
thin edges and random noise regions, which may be brought
about by small debris and the color of the background.

Generally, Otsu’s method is known as one of the best
methods in automatically selecting threshold. However,
when the difference of gray value between the background
and the detected objects in the image is not obvious, the false
alarms and edges error usually are brought about to the seg-
mented image, and the method is sensitive to noise and size
of objects.

Some edge localization errors or false alarms will be pro-
duced during the coarse image segmentation, as shown in
Fig. 3(c). To remove the false alarms and extract the accurate
sharp features from the segmented regions, it is necessary to
refine every region’s contour with the local gray quality. We
adopt a level set based on the Chan–Vese model (CV)23 to
refine the curve of corresponding subimages which are cut
from the original image and gain the piecewise smooth edge.
CV model, which is the active contours to detect objects in a
given image, has the ability of detecting smooth boundaries,
scale adaptation, automatic change of topology, and robust-
ness with respect to noise. The approach is based on tech-
niques of curve evolution, Mumford–Shah functional for
segmentation, and level sets. The optimal partition problem
is solved by minimizing the following energy function:23

FðC; cI ; cOÞ ¼ Area½insideðCÞ�

þ
Z
insideðCÞ

½uðx; yÞ − cI �2dxdy

þ
Z
outsideðCÞ

½uðx; yÞ − cO�2dxdy; (1)

where uðx; yÞ is the gray value of image pixel ðx; yÞ, CI is the
average value of the gray inside the contour C, cO is the aver-
age value of the brightness outside the contour C. Generally,
the level set of CV model needs to manually set the initial
curve.23 In this paper, the closed edge acquired from preced-
ing coarse image segmentation by Otsu’s method is set as the
initial curve C of the level set, such that the automatic setting
initial values are achieved.

2.4 Extracting the Shape Feature and Eliminating
the False Alarms Based on Simple Shape
and Size Analysis

Because the duct defects generally have their respective
geometrical shapes and sizes, the shapes and sizes of the

Gray-scale image of air duct

Image preprocessing

Image segmentation using 
Otsu's global threshold

Opening operations by 
line structure element

Opening operations by 
disk structure element

Hole defect Crack defect or jointDebris or background

No

Coarse Image  
segmentation

Fine edge 
segmentation

Fine edge inspection 
using level set

No

Morphological filter

Eliminating  the false candidate 
based on shape and size analysis 

Primary Defects candidates 

Fig. 2 Flowchart of hierarchical automated duct images segmentation.
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defects can be used to eliminate obvious false alarms and
false defect candidates. After the first step of image segmen-
tation, the binary image can easily be obtained. However,
due to the background of corroded areas or debris, there
may still be some false alarms in the segmented duct image.
The cracks and joints have characteristic length, width,
range, and shapes which are long and thin, and the hole
has characteristic area and shape approximating that of an
ellipse. Thus, to reduce computation, we apply simple shape
and size analysis to remove the false alarms before the
second step of fine segmentation.

In this work, we adopt the following simple scalar region
descriptors to represent other shape features besides the area,
width, and length:

1. Compactness. Compactness is a popular shape
description characteristic independent of linear trans-
formations given by24

Compactness ¼ ðregion border lengthÞ2
area

: (2)

The most compact region in a Euclidean space is a cir-
cle. Using the outer boundary, compactness assumes
values in the interval ð16;∞Þ.24 The compactness of
the hole equals approximately that of the circle, and
the compactness of other shape objects, such as joints
and cracks, is clearly larger than the hole.

2. Eccentricity. The simplest eccentricity characteristic24

is the ratio of the major to the minor axes of an object.
Obviously, the linear shape objects of joints and cracks
have the largest eccentricity in the various shapes. The
eccentricity of the hole is only slighted larger than 1.

3. Convexness. Let u represent a set of contour points
obtained from level set and its convex hull [denoted
as CðuÞ]. The convexity measure is defined as
CvðuÞ ¼ AreaðuÞ∕Area½CðuÞ�.

2.5 Segmenting Independently Cracks, Joints, and
Holes Using the Morphology with Line and Disk
Structuring Element

In this section, we aim to segment independently crack, joint,
and hole based on morphology20 so that the geometric fea-
tures can be easily extracted and some bigger background
noise removed. The morphological opening completely
removes regions of an object that cannot contain the struc-
turing element and retains the regions which can contain the
structuring element. Sinha and Fieguth25 put forward param-
eterized morphological operations to isolate crack, joint, and
hole from noise background, however the horizontal struc-
turing element they used can only isolate horizontal crack
or joint. In this paper, we use two parameterized structuring
elements, which are a disk structuring element of varying
radius r, and a line structuring element of varying length
l, angle θ, and fixed width w ¼ 1, to isolate the objects of
arbitrary-angle crack, joint, and hole.

The opening of set A by structuring element BðxÞ, denoted
A ∘ BðxÞ,20 is defined as

1. For disk structuring element with varying radius r,

ϕðrÞ ¼ A ∘ BðrÞ ¼ ½AΘBðrÞ� � BðrÞ: (3)

2. For line structuring element of varying length l,
angle θ,

ϕðl; θÞ ¼ A ∘ Bðl; θÞ ¼ ½AΘBðl; θÞ� � Bðl; θÞ: (4)

ϕopenðlÞ ¼ Max
i¼1; · · · ;18

½ϕðl; θiÞ�: (5)

where angle θi is oriented at every 10 deg from 0 deg to
180 deg. The element length l and radius r are based
upon the range of cracks length and holes size that are of
interest to the duct community. A more detailed discussion
about parameters l and r will follow in Sec. 4.

Fig. 3 Intermediate results with two classes’ defects of one typical image sample. (a) Original image. (b) Otsu’ segmented image. (c) The image
with mixed coarse edge. (d) The fine segmented image with mixed red curves of CV level set. (e) The fine segmented gray-value image by level set.
(f) The binary image with a little noise after morphological opening using a disk structure element (r ¼ 1 mm). (g) The binary image without noise
after morphological opening using a disk structure element (r ¼ 2 mm). (h) The image after morphological operator using a linear structure element
(l ¼ 15 mm). (i) The image after morphological operator using a disk structure element (r ¼ 6 mm). (j) The result of (g)–(i).
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2.6 Extraction of Surface Roughness and Texture
Features

This section describes how the roughness of surface and
texture features are extracted.

2.6.1 Roughness of surface

Considering most ducts are made of galvanized steel sheets,
the introduction of a critical feature, surface roughness of
duct, is regarded as one of the important features to assess
the clean duct.

Surface roughness is widely used in industry and generally
quantifies the smoothness of a surface finish or surface tex-
ture. The arithmetic mean deviation of profile Ra is universally
recognized and the most used international parameter of
roughness. Luk26 proposes an approach of measuring the sur-
face roughness based on machine vision. The roughness is
defined as the ratio between the standard deviation of the
image gray-scale and the root mean square height of the
gray-level distribution along the row axis and column axis:

Ra ¼
� 1

N−1
P

l−2
i¼0 nið1 − μÞ2

1
N

P
l−1
i¼0 n

2
i

�
1∕2

; (6)

where

N ¼
Xl−1
i¼0

ni; μ ¼ 1

N

X
i ·

l−1

i¼0

ni; (7)

ni is the number of pixels whose gray-scale are I, and l is the
gray-scale number.

From Eq. (6), it can be found that the roughness is the
statistical feature for characterizing diverse gray scale in
the image. It expresses distribution status of the different
intensity pixel in a macroscopic perspective. Comparing to
gray-scale co-occurrence matrices, the roughness is more
intuitive and concise. The roughness roughly reflects the dis-
tribution status of the dust, debris, and rust within the duct.

For each cross-section of the 3-D surface texture, the
Luk’s formula to calculate Ra of surface texture generates
two aggregates of roughness of each profile scanning along
the row axis and column axis, respectively. That means that it
needs two Ras to represent the roughness of surface texture.
More reasonably, in this paper, we used a modified formula
to achieve only one roughness average for full representation
of surface texture roughness. The modified method is based
on polar-coordinate scanning. Instead of scanning along x, y
coordinates, it now performs a circular scan in polar coordi-
nates. The center of the image acts as the original point of the
polar coordinates. We calculate the aggregate of roughness
Ra of each rotationally scanned profile according to the rota-
tion angle, θ. Equation (6) changes to

Raja¼θ ¼
� 1
N−1

P
254
i¼0 niði − μÞ2

1
N

P
255
i¼0 n

2
i

�
1∕2

; (8)

where θ is the rotation angle, ni denotes the number of pixels
whose gray scale are i at θ angle. While scanning 360 deg,
the surface roughness of the whole image can be obtained. In
Zaklit et al.,27 the results are verified to be same as Luk’s
method, whereas the roughness only needs to be calculated
once.

2.6.2 Texture feature

To decrease the time of extracting texture feature, the texture
feature is extracted from the defect candidate subimages
obtained by first coarse segmentation, such that the compu-
tation time can be substantially decreased.

There are some efficient approaches to extraction of tex-
tural features. Wavelet Transform (WT) and co-occurrence
matrices are used to extract the co-occurrence features from
defective textile fabrics28 and are powerful in detecting
defects. Yang16 effectively inspects the sewer defects based
on WT and co-occurrence matrices. In this paper, the hybrid
usages of wavelet transform and gray-level co-occurrence
matrices is considered as an effective solution for the texture
analysis of duct conditions.

2.6.2.1 Wavelet transform. WT has multi-resolution tech-
nique in the frequency domain, so its sub-band decomposi-
tion of tree structure is appropriate for detection of local
signal varieties on images. When digital images are to be
viewed or processed at multiple resolutions, the Discrete
Wavelet Transform (DWT) is considered as an efficient
mathematical tool of choice.20 The effectiveness of perform-
ing the texture analysis using DWT has been shown.28 DWT
provides powerful insight to the spatial and frequency char-
acteristics of an image. The Fast Wavelet Transform (FWT)
is defined via the series expansions:20

φðxÞ ¼
X
n

hφðnÞ
ffiffiffi
2

p
φð2x − nÞ; (9)

ψðxÞ ¼
X
n

hψðnÞ
ffiffiffi
2

p
φð2x − nÞ; (10)

where mother wavelet and scaling function, φðxÞ and ψðxÞ,
are computed by convolving φð2x − nÞ with the time-
reversed scaling and wavelet vectors, hφðnÞ and hψðnÞ.
The original function, φð2x − nÞ, is split into a low-pass filter
(approximation component) corresponding to φðxÞ, and a
high-pass filter (detail component) corresponding to ψðxÞ.

Due to the separability of wavelet transform, a two-dimen-
sional DWT can be represented as a number of one-dimen-
sional transforms. Through the decomposition of 2D-DWT,
which is implemented by consecutive low-pass (L) and
high-pass (H) filtering through one-dimensional convolution,
the CCTV duct image can be divided into an approximation
image (LL) by a 2-D scaling function, φðx; yÞ, shown as:
φðx; yÞ ¼ φðxÞφðyÞ, the kernels can be represented as three
separable 2-D wavelets ψHðx; yÞ ¼ ψðxÞφðyÞ, ψVðx; yÞ ¼
φðxÞψðyÞ, ψDðx; yÞ ¼ ψðxÞψðyÞ, where ψHðx; yÞ, ψV ðx; yÞ,
and ψDðx; yÞ are called horizontal (HL), vertical (LH), and
diagonal wavelets (HH), respectively. At each recurring
step of decomposition, the approximation image is split
into the next level of approximation and detail images until
no more valuable information is obtained.

2.6.2.2 Co-occurrence matrices. Co-occurrence matrixes
describe statistical properties of patterns that jointly occur in
the neighborhood of each pixel. Co-occurrence matrixes
characterize to capture spatial dependence of image gray-
level value. They are regarded as an effective approach
for pattern classification,16,28 and have been widely used
in texture classification or texture segmentation.
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The gray level co-occurrence matrix pi;jðθ; sÞ is defined as
the probability of pixel i and j with a specified distance of s
and direction of θ occurring in the image. The size of co-
occurrence matrix depends on the range of the gray-level
values of the CCTV image. Generally, there are 14 types
of co-occurrence features derived from co-occurrence
matrices useful for pattern classification. However, the rela-
tionship between the co-occurrence features is not absolutely
independent so that the redundant features would reduce the
efficiency of pattern classification. Through a discriminant
analysis, the most independent co-occurrence features with
correlation coefficients of less than 0.5 were found as
entropy (Entro), correlation (Corre), and cluster tendency
(Clust),16 which were broadly used to describe the textures
of objects on images. In this paper, the three features, which
are defined as follows, have been used to describe the texture
of sub-window in HVAC duct images:

Entro ¼ −
Xn
i¼1

Xn
j¼1

Pij · logPij; (11)

Corre ¼
P

n
i¼1

P
n
j¼1ði · jÞPij − μxμy
σxσy

; (12)

Clust ¼
Xn
i¼1

Xn
j¼1

ði − μx þ j − μyÞ2 · Pij; (13)

where

Pij ¼
MijP

n
i¼1

P
n
j¼1 Mij

; μx ¼
Xn
i¼1

Xn
j¼1

i · Pij;

μy ¼
Xn
i¼1

Xn
j¼1

j · Pij;

(14)

σx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Xn
j¼1

ði − μxÞ2 · Pij

vuut ;

σy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Xn
j¼1

ði − μyÞ2 · Pij

vuut :

(15)

Co-occurrence features are affected by the distance and
the direction between the two positions mainly, and the
gray scale quantization levels are not important in general
cases. The distance and direction between the two adjacent
pixels have inherent discipline. So in this paper, s ¼ 1 and
θ ¼ 0 deg, 45 deg, 90 deg, and 135 deg are chosen.

3 Cascade Classification
This section describes the basic SVM-based classifier we
adopt and an algorithm for constructing a cascade of classi-
fiers which step-by-step achieves condition diagnosis of
HVAC ducts while radically reducing computation time.
The insight is that the priority of classification is arranged
in a cascade structure according to the Bhattacharyya dis-
tance which is often used as a class separability measure.22

We construct simple cascade classifiers and are therefore
more efficient.

3.1 Whole Architecture of Cascade Classification

The architecture of cascade classification is illustrated in
Fig. 4. There are three simple classifiers in this cascade.
To rapidly diagnose the duct defects from large numbers
of HVAC images, we first classify clean and unclean duct
based on binary SVM since the Bhattacharyya distance
between them is maximal. As a result, many non-object
images can be discarded as soon as possible before more
complex classifiers are called upon to achieve more difficult
classification and gain low false-positive rates.

The second-level classification is used to inspect the duct
defects, such as hole, crack, and joint. In this stage, to reduce
computation, the false candidates are eliminated based on
shape and size analysis. Then the multi-class SVM-based
classification is employed to classify the defect classes of
HVAC duct.

The third-level classification is performed to assess duct
condition, such as the degree of rust, dust, and even mold.
Considering the diversities of features, it is necessary to
divide them into more subclasses for classification. This
approach aims at finding multiple boundaries between these
subclasses and obtaining a better performance in duct
condition assessment.

The structure of the cascade reflects the fact that an over-
whelming majority of all images are negative samples and
not necessary to further process, i.e., clean duct. As such,
the cascade attempts to reject as many negative samples as
possible at the first stage. While a positive sample will trigger
the evaluation of every classifier in the cascade, this is a rare
event. And parallel processing can be adopted, such that the
computation time can radically be reduced.

Gray-scale images of air duct

Debris, rust or
background

Defect candidate
images

Clean duct
(discard )

The 1st feature set

The 3rd feature set

Non-defect

Defective duct

Debris Rust Dust

Classification by using
simple binary classifier

Eliminating the false Candidate Based
on simple shape and size analysis

Defect inspectiong by
using multiclass classifier

Classification by using
multiclass classifier

Classifier image

Clean

The 2nd feature set

Hole

Crack or joint

Fig. 4 Flowchart of cascade classification.
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3.2 Selection of Features Based on Bhattacharyya
Distance and the Classifiers

3.2.1 Feature selection based on Bhattacharyya distance
in training

The numbers of the extracted features from all samples are
enormous. Feature selection can reduce measurement costs,
shorten computational time, and improve classification
accuracy.

In statistics, the Bhattacharyya distance measures the
similarity of two discrete probability distributions. It has
been used as a class separability measure for feature selec-
tion and is known to provide the upper and lower bounds of
the Bayes error.21,22 Thus, we propose to select the features
based on the Bhattacharyya distance as an optimization cri-
terion assuming normal distributions. For multiclass pro-
blems, we present a simple extension. The Bhattacharyya
distance of the j-th feature between the 1st and 2nd class is
defined as

Bj
12 ¼

1

8
ðμj2 − μj1ÞT

�
Σj
1 þ Σj

2

2

�−1
ðμj2 − μj1Þ

þ 1

2
ln
jðΣj

1 þ Σj
2Þ∕2jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jΣj
1jjΣj

2j
q ; (16)

where the superscript j denotes the j’th feature, the subscript
indicates the number of classes, μji and Σ

j
i are the mean vector

and covariance matrix of class i, respectively.
In a multiclass situation, the average value of the Bhatta-

charyya distance, over all classes, is used to compute. The
average value of the Bhattacharyya distance is given as

¯Bj
i ¼

1

N

XN
k¼1

Bj
ik; (17)

where N denotes the number of classes. Features are then
ranked in order of descending values of the Bhattacharyya
distance. For each classifier, the l features corresponding
to the l maximum values of the Bhattacharyya distance
are then selected and value of l determined according to
upper and lower bounds of the error.21 The features are gra-
dually extracted as needed in test. This approach does not
take into account existing correlations between features.

3.2.2 Binary and multi-class classifiers

The basic classifier which we use in this paper is SVM
because it has the capability of providing classification prob-
abilities aside from categories and high performance in many
applications.22,29

The binary classification is used to solve the two-class
recognition problem. In this classification procedure, the
classes corresponding to the maximal Bhattacharyya dis-
tance are first classified in a cascade structure. Based on
the Bhattacharyya distance, the 1st feature subset is selected
which is used in the first-level classifier out of the feature
space of all samples. The 2nd feature subset for the second-
level classifier is selected from the remaining samples after
the first-level classification, and so on. A multi-class classi-
fication strategy is general in many real-world recognition
problems by finding multiple boundaries between these

subclasses. The class of defect candidates includes many
subclasses which include hole, crack, and joint. The non-
defective subclass is partitioned into debris, dust, rust, and
background. The multi-class SVMs are used to classify
the subclasses.

3.2.3 Complexity analyses of the classifiers in per layer

To obtain an optimal cascade classifier, we need to handle the
tradeoff between the true positive rate (TPR), the false posi-
tive rate (FPR) and the number of features in each layer. To
rapidly discard many non-object images, a simple classifier
is first used to classify clean and unclean duct because of the
maximal Bhattacharyya distance between the two classes in
the first layer. Thus the first-layer classifier is the simplest
one in the cascade. The error of the Gaussian maximum like-
lihood (GML) classifier is inversely proportional to the Bhat-
tacharyya distance of features between two classes and can
be empirically expressed as21

ε ¼ 40.219 − 70.019Bþ 63.578B2 − 32.766B3

þ 8.7172B4 − 0.91875B5; (18)

where B is the Bhattacharyya distance of features between
two classes. To address the tradeoff between the TPR and
FPR, the classifiers in the cascade are generically more com-
plex when proceeding in the cascade as the Bhattacharyya
distance between two classes is small, and more features
are used in the classifier.

4 Experiment

4.1 Experiment System Setup

We fabricate an active infrared-CCD condition diagnosis
system of HVAC duct by using the pocket hardware.4 The
mechanics of surveying the ducts are similar to the tradi-
tional CCTV sewer inspection. The pan and tilt CCTV cam-
era and the schematic diagram of inspection principle of the
ducts are shown in Fig. 5. The videos or digital images are
gathered by the sensors fixed at a tractor robot going through
the duct. The major benefit of our inspection system is that
the flattened images acquired from pan camera greatly sim-
plify automated computer-based analyses, and the operator
will acquire much higher quality image data to make clean-
ing solutions and restoration decisions.4

We have acquired hundreds of HVAC duct images from
several buildings in Shanghai, China. The size of the duct
images are 870 × 834 pixels. The collected 321 duct images

Fig. 5 Schematic diagram of inspection principle and the inspection
sensor with pan and tilt cameras.
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include 128 samples of clean ducts, 96 samples of light con-
tamination, 35 samples of heavy contamination, 17 samples
of all kinds of debris, 24 samples of rust, 7 samples of hole,
and 14 samples of crack and joint.

From these original images, we extract 866 sub-images
which include some typical samples, such as various clean
ducts, light contamination surface, heavy contamination, and
so on (listed in Table 1). The class “hole” does not include
sub-images. The typical sub-images are shown in Fig. 6. The
images of every class and subclass are divided into two even
portions. One portion is randomly selected for training and
the other is used for testing.

4.2 Parameter Selection of the Length and Radius
Structuring Element

While performing a morphological opening on duct images,
the area of regions will decrease as the radius of the disk
structuring element increases, and the area of regions will
be zero when the regions cannot contain the structuring ele-
ment. Therefore, the selections of the size of the structuring
element are essential to achieve the optimum performance of
this segmentation step. We experimentally obtain the appro-
priate parameters value of length l and radius r, shown in
Figs. 7 and 8. These figures plot the relationships between
the values of the structuring element and the average normal-
ized areas of objects in each class (crack, hole, and joint).
The normalized area25 is defined as the ratio of the number
of dark pixels after opening operation to that of dark pixels in
image I

AL ¼ k1

P
i¼0½I ∘ BðlÞ�P
i¼0NðILÞ

; AD ¼ k2

P
i¼0½I ∘ BðrÞ�P
i¼0NðIDÞ

; (19)

where N is the number of dark pixels in image I after binary
thresholding; IL, ID are the idealized, prototype images of the

perfect crack and hole; k1, k2 is constant parameter; B is the
structuring element.

From Fig. 7, the radii of disk structural elements, which
are 3 mm, 5 mm, and 12 mm, respectively, corresponding to
separate the joints, cracks, and holes clearly satisfies the cut-
off thresholds and are selected as the optimum parameters
that consistently provide good detection in all types of
duct images. Similarly, the corresponding cut-off thresholds
for lengths of linear structural elements are 8 mm, 14 mm,
and 80 mm for segmenting the joint, crack, and hole, as
shown in Fig. 8. For example, when the radius of disk struc-
turing element in morphological opening is equal to 4 mm,
the joints will be removed, holes and cracks will be
preserved.

4.3 Experimental Results

4.3.1 Experimental results of hierarchical segmentation

The proposed hierarchical segmentation method works
very well for duct images containing only one class of object.
Figure 3 represents the processing procedure of our

Fig. 6 Typical sub-images of HVAC duct.

Table 1 Sub-image samples of each class.

Sub-images Clean ducts Light contamination Heavy contamination Rust Debris Joint and crack

Number of the samples 293 282 138 52 43 58
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Fig. 7 The average areas of each class after morphological opening
with different adii of disk structuring elements.
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Fig. 8 The average area of each class after morphological opening
with different lengths of linear structuring elements.
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hierarchical segmentation method step-by-step. In real
HVAC ductwork, duct images may contain two or more
defect objects, such as containing a joint and a hole, as
shown in Fig. 3(a). To segmentation and classification of
such images, a similar morphological approach is applied
to separate the two classes. The image (j) can be obtained
by image (g) subtracting the image (i) in Fig. 3. Figure 3
illustrates the procedure of separating the two classes
through coarse image segmentation, fine image segmenta-
tion, and successive morphological operation in turn.

In the segmentation experiment, to assess the perfor-
mance of the proposed hierarchical segmentation method,
two performance evaluations, Accuracy and Completeness,
are defined as follows:

Accuracy ¼ number of correctly segmented defects

number of real defects

× 100%;

Completeness ¼ 1 −

P���ISeg − ITruth
���P

N
× 100%;

where ISeg is the number of object pixels in the segmented
images, ITruth is the number of object pixels in the ground-
truth image (i.e., the number of object pixels of reference),
and N is the number of pixels in the images I.

Based on the performance index of Accuracy and Com-
pleteness, we compare the automated hierarchical segmenta-
tion method to other segmentation methods, which are
Canny edge approach,30 the Smallest Univalue Segment
Assimilating Nucleus (SUSAN) segmentation, Otsu and
morphology segmentetion.25 The results are listed in Table 2.
The segmentation thresholdings are manually chosen for
every duct image in Canny and SUSAN methods; the pro-
posed method, Otsu and morphology segmentation, is based
on automatic thresholding. The proposed method is effective
and accurate for segmenting and classifying duct images as
seen in Fig. 3. The experimental results show that the pro-
posed method achieves a very small proportion of false
detection and performs better than other approaches in
Table 2.

4.3.2 Experimental results of cascade classification method

To evaluate the performance of the proposed cascade classi-
fication method, a performance evaluation is used, defined as
follows:

Accuracy Rate ¼ Number correctly detected in the class

Number of each class

× 100%

FPR

¼ Number of False Positives

Number of True NegativesþNumber of False Positives

× 100%

TPR

¼ Number of TruePositives

Number of True PositivesþNumber of False Negatives

× 100%

4.3.2.1 The first-layer classifier. In this experiment, the
maximal Bhattacharyya distance is between the 1st class
and others, i.e., the clean ducts are most easily classified.
That may be because most ducts are made of galvanized
steel sheets with smooth and glossy surfaces for clean ducts.
Thus the ducts are first divided into two classes: clean and
non-clean ducts, including defect candidates and others. The
first-layer classifier eliminates a large number of clean sam-
ples with very little processing. The experimental results are
shown in Table 3.

To simplify the design of the classifier and decrease the
computation time, we select minimum numbers of features
based on the Bhattacharyya distance within the set maximum
allowed TPR and the minimum allowed FPR in each layer. In
our experiment, two features, roughness of surface and a
wavelet-based feature corresponding to two maximum Bhat-
tacharyya distances are selected for the first-layer SVM.

Table 2 Comparison of accuracy and completeness for image segmentation.

Segmentation method

Hole (%) Joint (%) Crack (%) Both joint and hole (%)

Accuracy Completeness Accuracy Completeness Accuracy Completeness Accuracy Completeness

Canny edge 76.6 75.3 74.2 72.3 72.6 70.9 75.2 73.8

SUSAN 83.3 81.6 76.3 74.6 76.3 72.2 79.2 75.3

Otsu and morphology 62.1 60.8 52.1 51.2 52.4 48.7 56.4 54.6

Proposed method 91.8 90.5 90.1 88.6 90.2 85.3 90.1 82.1

Table 3 Results from first-layer classifier for two classes.

Classes Non-clean Clean

Accuracy_Rate (%) 99.8 88.6

FPR (%) 1.8 9.2

TPR (%) 98.1 95.6
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4.3.2.2 The second-layer classifier. In order to accelerate
computer speed, the simple shape and size analysis are
carried out to discard the evident false positives before the
second-layer classifier. For example, the cracks are long and
thin and have a limited area. The very large or very small
background and debris can be eliminated in the proper

thresholds. After empirical analysis to cracks shown in
Figs. 7 and 8, the threshold of the ratio of length and
width is set between 4.23 mm and 9.55 mm in this experi-
ment. The joints and holes have some similar characteristics.
The joint’s threshold of the ratio of length and width is larger
than 9.55 mm. The hole’s is below 1.58 mm.

After eliminating false defects candidates, the second-
layer classifier is used to classify the defects of duct. From
the experimental results shown in Table 4, the classifier
based on SVM can efficiently identify the duct defects,
including two subclasses: hole, crack or joint. From the
result of experiment, five features, including two wavelet-
based features and three low-dimensional geometric features,
such as compactness, eccentricity, and convexness are cho-
sen in this classifier. It can be seen that the classifier of this
layer is little more complex than that in the first layer.

4.3.2.3 The last-layer classifier. After the second-layer
classification, the remainders of duct images are considered
to include four subclasses: clean, debris, rust, and dust. The
classifier based on SVM is directly adopted to classify the
four subclass ducts. From the experimental results shown
in Table 5, the classifier based on SVM can efficiently iden-
tify the subclass. In this layer, five features, including two
wavelet-based features, two co-occurrence features, and
the roughness of surface, are chosen in this classifier.

The dimensionality of selected features in this layer is lar-
ger than that in the second layer. From the result of experi-
ment, it may be concluded that the complexity, i.e., numbers
of used features, in the three classifiers increase as proceed-
ing in the cascade. It may reflect the idea or method of
classification from simple to complex.

4.3.2.4 Total performances of duct condition assessment.
To compare the proposed cascade classifier, the common pat-
tern classification techniques, including k-nearest neighbor,
ID3, neuro-fuzzy network methods,14 edge-based SVM
(only using shape features), and single SVM are used to clas-
sify the classes of duct condition based on the same method
of selecting features. The k value of the k-nearest neighbor is
set to 10. Figure 9 illustrates the total performance of the k-
nearest neighbor, the ID3, the neuro-fuzzy network, and the
proposed cascade classification methods for the ”crack or
joint” class. The performance of the other classes is similar

Table 4 The classification results of second-layer classifier for three
classes.

Classes Hole Crack or joint Non-defect

Accuracy_Rate (%) 91.5 90.8 92.6

FPR (%) 2.6 2.0 5.2

TPR (%) 82.1 86.3 86.2

Table 5 The classification results of last-layer classifier for four
classes.

Sub-classes Clean Dust Debris Rust

Accuracy_Rate (%) 94.9 92 88.6 89.8

FPR (%) 3.9 2.8 2.3 4.5

TPR (%) 84.2 87.3 89.2 85.3
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Fig. 9 The total classification performances of the k -nearest neigh-
bor, ID3, neuro-fuzzy network, edge-based SVM, SVM and the
proposed cascade classifier for the “crack or joint” class.

Table 6 Comparison of total classification results for all classes.

Methods

Accuracy_Rate (%)
Average test time
per an imagea

Clean Hole Crack or joint Dust Debris Rust

κ-nearest neighbor 95.1 70.9 76.1 81.5 81.5 80.1 0.89 sec

ID3 95.8 72.2 74.2 78.9 80.1 76.8 0.88 sec

Neuro-fuzzy network 96.5 71.3 72.9 81.6 79.9 78.9 0.98 sec

Edge-based SVM 72.1 53.5 61.8 43.2 45.8 58.2 0.78 sec

SVM 96.9 72.8 78.8 86.2 82.6 81.7 0.99 sec

Proposed cascade classification 97.3 82.8 85.2 88.9 86.3 84.2 0.26 sec

aThe test time is acquired in a computation with 2.60 G Hz Pentium G620.
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to the “crack or joint” class. Figure 9 shows that the
proposed cascading method has better performance than the
including k-nearest neighbor, ID3, neuro-fuzzy network,
edge-based SVM, and SVM methods in terms of TPR,
FPR, and accuracy.

Comparisons of accuracy from the classification methods
are shown in Table 6. The average test time per image is
listed in Table 6. Table 6 shows that the performance
using edge-based SVM is worst in all classifiers. The experi-
ments demonstrate that single classifiers do not work prop-
erly, especially edge-based classifiers. The experimental
results show the proposed cascade classifier has good accu-
racy and high processing speed. The accuracy of rare classes,
such as “hole” and “crack or joint”, has improved obviously.
It can be concluded that subclass division and cascade
classification strategies are helpful for achieving a good
classification performance.

5 Conclusions
This paper presented a novel cascade approach for rapid con-
dition diagnosis of HVAC duct based on robot vision. The
total procedure can be considered as a sequential process of
focus of attention to objects.

The hierarchical segmentation method for duct image is
used to obtain coarse-to-fine defect candidates and simple
shape analysis is employed to eliminate obvious false alarms.
The segmentation results using level sets of CV model are
closer to the actual shape of defects because of the usage
of local gray and optimization. The proposed hierarchical
segmentation or understanding method is an effectivemethod
for segment the complex or multiple-goal images.

The most discriminating features, which have the maxi-
mal Bhattacharyya distance between the classes, are selected
while the classification error can approximately be esti-
mated. The cascade classification combines a series of
simple classifiers in a cascade which can quickly reject
the uninteresting images and leave more computation
power on recognizing object-like images and regions. The
most uninteresting images are discarded and no further pro-
cessing is employed. Computation efficiency of the whole
system is radically improved, which is essential to real-
time applications. In duct detection, the structure of the cas-
caded detection has high detection rates with a few false
positives, strong robustness in dynamic environments,
high processing speed (real-time), and can improve the per-
formance of classification with imbalanced data distribution.

Although our approach has shown promising results,
some issues to enhance the performance of inspecting duct
defects still remain. Future work will focus on better
image preprocessing, more effective feature extraction, and
selection strategies.
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